TELOS Conceptual framework

 - version2-
Note: 

    The TELOS project must use a complex RUP method, because the behavior of the system is not a starting point, but the research teams must define it progressively (and cooperatively). The vision document explains this situation and proposes a deliverable status for the conceptual specification documents.

    Therefore, every step in the RUP spiral will produce not only a new version of the architecture and the developed prototype, but also a new version of the conceptual specification. 

    This second version of the behavioral (conceptual) specification results from a first RUP loop: it the ameliorates the behavioral specification proposed in June 2004, observing the new conceptual research, the efforts dedicated to the elaboration of TELOS use cases and some dialogues and researches about the technical architecture. 

Ioan Rosca , 27 September 2004  
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Introduction

   TELOS will bind external, embedded, autonomous or linked learning systems (that can be composed by: a knowledge layer K, a resources layer R, an aggregate layer A, a support layer S and a controller layer C)- helping them to share educational services (information, resources, activities, assistance etc.) without losing their autonomy. 

    There are:

- four levels of structures: kernel, core, products (LKMS, LKMA and LKSP) and partners, 

- four levels of process: core re-engineering, TELOS construction (LKMS-LKMA-LKSP), external services and kernel operations 

- two levels of actors: kernel agents and human users 
TELOS Structures

 I The TELOS kernel (dark green) contain the coordinator of the inter-communication between the cooperating humans (represented by their human agents b1-7) and the cooperating objects (represented by their object agents a2-13), using a TELOS inter-communication protocol (working above the network layer protocols). 

   It also contains user connectors and object controllers- necessary for preparing the communication (agent installation phase).
  II The TELOS core (medium green) is composed by:

-  the core library, containing the core manager applications and their core managed items (module 2): 

K layer: Knowledge referential managers and knowledge referential data library, 

R layer :Resources managers and actual resources library (users, tools, documents, services)      
A layer: Aggregation (collection, function, fusion, project, etc.) managers and aggregates library 

S layer Support managers and support data library   

 It also contains the libraries (modules 3,4,5) where the embedded LKMSs, LKMAs and LKSPs may be placed and managed.
 

III The TELOS products (light green) can be embedded in TELOS or delivered for working in other contexts (working autonomously or linked to the core). 
 There may be:

- LKMS (learning and knowledge management systems): modules 6(n) and 7(n),

- LKMA (learning and knowledge management applications) : modules 8(n) and 9(n) 

- LKSP (learning knowledge session products): modules 10(n) and 11(n). 
 Every product may have a knowledge, resource, aggregate, support and control part, every part may be composed by managers or managed data. 

  A product  may be independent or tied to his meta-product (by example the LKMA(n,m) may be tied with the LKMS(n) that has generated it). 
   IV The TELOS partners (light gray) may be: 

- requestor systems: modules 12(n) 

- provider systems: modules 13(n). 
  These are not parts of TELOS, but they incorporate TELOS compliant agents.  

TELOS operations 

    I The TELOS core re-engineering operations (see process 1) can modify (compose or extend) the core library:

I-1 Modify core knowledge managers and data,

I-2 Modify core resource's mangers and library 

I-3 Modify core aggregates and aggregators

I-4 Modify core supporters (assistants) or support (assistance) data
  It cannot modify the TELOS kernel (resource controller, user connector, agent coordinator, agents)
  II The TELOS construction cascade has three stages 

II-1 Using the core for composing LKMS (embedded or delivered): process 2

II-2 Using an external or an internal LKMS for composing a delivered or embedded LKMA: process 3

II-3 Using an embedded or delivered LKMA for managing learning activities and eventually generate embedded or delivered learning user products (LKSP): process 4
     

  III The TELOS external services, cover three situations:

III-1 External service connection: putting in connection an external requestor system (process 5) with an external provider system  (process 6)  

III-2 External service delivery: connecting an external requestor (process 5) with a TELOS core or product provider

III-3 External service request: connecting a TELOS core or product requestor with a provider system (process 6)
III-4 Internal service request: connecting a TELOS user (acting on a client system) to a service delivered by a core or product provider  

 IV The TELOS kernel operations involve the TELOS agents

IV-1 Requesting a human agent to the user connector

IV-2 Asking, declaring or delivering a service trough an human agent

IV-3 Requesting an object agent to the object controller 

IV-4 Asking, declaring or delivering a service trough an object agent
TELOS actors
 

  Therefore, we can speak about to types of "actors":

External actors:

A The users (or "human actors"):

- 1(n) (Core) Engineers

- 2(n) (LKMS) Technologists

-3(n) (LKMA) Designers

- 4(n) Learning facilitators

- 5(n) Learners



- 6(n) Human requestors 

- 7(n) Human providers
The systems (or "object actors")

-2 Core

-6 embedded LKMS (n)

-7 Delivered LKMS

-8 embedded LKMA (n) 
 
-9 Delivered LKMA 

-10 embedded LKSP (n) 

-11 Delivered LKSP (n)

-12 Systemic provider (n) 

-13 Systemic requestor (n)
 

Internal actors (kernel users): 

A The human agents:

- b1(n) (Core) Engineer agents



- b2(n) (LKMS) Technologist agents
- b3(n) (LKMA) Designer agents

- b4(n) Learning facilitator
agents
- b5(n) Learners agents

- b6(n) Service requestors agents
- b7(n) Service provider agents

A The object agents:

-a2 Core(n) agents

-a6 embedded LKMS (n) agents
-a7 Delivered LKMS (n) agents

-a8 embedded LKMA (n) agents 
-a9 Delivered LKMA (n) agents 

-a10 embedded LKSP (n) agents
-a11 Delivered LKSP (n) agents

-a12 External provider (n) agents
-a13 External requestor (n) agents
1 Core re-engineering and administration

The schema
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   The TELOS core engineers access the core modification operations with the help or their agents connected by the kernel to the user accounts database.  They can modify (compose) the main library (managers and data) the product libraries and the TELOS clients. They cannot modify the TELOS kernel (user connector, object controller, coordinator, agents)
1.1 Core knowledge operations
1.1.1 Modify core knowledge managers (editors etc) with respect to the version compatibility


a. Modify ontology editors, viewers and indexers


b. Modify conceptual maps editors, viewers and indexers


c. Modify librarian cataloguing and indexing tools


- etc.
1.1.2 Modify core knowledge referential data (organized as ontologies, conceptual graphs, index space etc). The modification should protect (recalculate) the existent semantic references (the resources already indexed). 
a. Modify core domain data,

 
b. Modify core technical data 

c. Modify core administrative data
1.2 Core resources operations
1.2.1 Modify core resource managers respecting the compatibility (to can manage the old resources).


a. Modify core user manager


b. Modify core tools manager


c. Modify core documents manager


b. Modify core services manager

1.2.2 Modify the core resource's library. That may affect the real objects (if they are placed in the repository) or only the object's markers: pointers, metadata descriptions and interfaces. The modification should protect (resolve) the existent dependencies (aggregates containing an old resource etc.). 

a. Modify user accounts,

b. Modify tools repository (objects, pointers, metadata, interfaces)  

c. Modify documents repository, (objects, metadata)

d. Modify services catalogues 

1.3 Aggregates operations
1.3.1  Some new type of aggregators may be added to the existent ones: (collection, function, fusion or project). 
1.3.2  Some new aggregators of the collection, function, fusion or project type may be added, observing the metabolic conformity with their type.
1.3.3  Some part of an existent aggregator (the editor, the explorer or the manager) may be modified, but resolving the compatibility with the aggregates already composed with the older version of the aggregator.  


a. Modify a collection aggregator

b. Modify a fusion aggregator

c. Modify a function aggregator

d. Modify a project aggregator

- etc.

1.3.4  Some core aggregates can be added or modified, protecting any dependent system (linked LKMS etc). 


a. Modify a collection aggregate

b. Modify a fusion aggregate

c. Modify a function aggregate

d. Modify a project aggregate

- etc.

 
1.4 Support (assistance) operations
1.4.1 Some new types of supporter tools may be added. 
1.4.2 Some tools of the existent type (helper, adviser, matcher) may be added, observing the conformity with their type 
1.4.3 Some supporter tools may be modified, but resolving the compatibility with the support already composed for the older version of the supporter.  


a. Modify a helper tool

b. Modify an adviser tool

c. Modify a matcher tool

1.4.4  Some core support data may be added or modified but resolving the case of the cascade use of this support in already linked LKMS and LKMA.

a. Modify help data

b. Modify advise data

c. Modify a matching data

1.5 Modify product libraries


Any modification of the organization of a product library should preserve the capacity to manage an old product.

1.5.1 Modification of the LKMS library structure


Could optimize the management of the embedded LKMS: core dependent (integrated) and core independent (deliverable)

1.5.2 Modification of the LKMA library structure


Could optimize the management of the embedded LKMA: core or LKMS dependent (thin) and independent (fat)

1.5.3 Modification of the LKSP library structure


Could optimize the management of the embedded LKSP: thin (traces, user edited data and documents) and fat (user composed aggregates)

1.6 Modify TELOS clients


When a new version of TELOS core is produced, with some additional core services, it is possible that the TELOS clients should also be modified. 

1.7 Administrate core


A TELOS core administrator could:

1.7.1 Operate some core parameterizations already prepared by an engineer

1.7.2 Modify the content of some non-critical data (metadata, etc.) in some core library  

1.7.3 Modify the content of the product libraries (LKMS, LKMA,LKSP)

2 Core use and LKMS construction and administration

The schema
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  The TELOS technicians (for example an educational technologist) access the LKMS construction or modification operations with the help or their agents, connected by the kernel to the user accounts database. 
 He may construct a LKMS that will be embedded in the TELOS LKMS library or that will be delivered, for autonomously use. We may also envision the case of a delivered but still dependent LKMS. This "linked" LKMS works at distance, calling some core services, with the help of the agents connected by the kernel. 
   An LKMS may have a complete KRASC structure : knowledge managers and system data, resource (users, tools, documents, services) managers and system resources, aggregators and system aggregates, supporters and system support, LKMS controller) or may have a simplified structure, depending of the necessities. This variable geometry is the purpose of constructing LKMS. 
  It is possible to make modifications of existent LKMS, but in this case we must resolve the dependencies (LKMA and LKSP already produced with the older version).
  The use of the core for obtaining an LKMS may have two aspects:

1 Extract and parameterize some core modules that will be included in the LKMS (re-use K, R, A, S, C managers) 

2 Use some modules (aggregators, resources, support etc) in the LKMS construction process
2.1 Edit Knowledge managers or data
2.2 Edit Resources managers or data

2.3 Edit Aggregates managers or data 
2.4 Edit Support mangers or data
2.5 Edit control
2.6 Adapt LKMS 
3 LKMS use and LKMA construction and administration

The schema
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  The TELOS designers (for example an educational author) may use an embedded or delivered LKMS(n) (autonomous or linked) to compose an LKMA (learning and knowledge management application) that can be embedded in the TELOS LKMA library or be delivered separately. 
  Normally, the "thin" LKMA(n,m) will function in connection with the generator and supporter LKMS(n), therefore will contain only K,R,A,S data (application specific knowledge, resources, the main aggregate and support data).  In this case, the LKMS aggregating tools are used for the editing and for exploring the LKMA data.
  But it may be also possible to produce autonomous ("fat") LKMA(n), that contain the necessary manager modules, extracted from the LKMS(n) manager layer. 
 

  An expert designer may also use directly some core services, to compose a "core fat LKMA". 
  The designers access the LKMA(n,m) construction or modification with the help of their agents, connected by the core kernel (or the LKMS(n) controller) to the core user accounts database (or to the LKMS(n) user accounts database). 
3.1 Use core and compose fat LKMA
3.2 Use LKMS and compose thin or fat LKMA
3.3 Adapt LKMA

4 LKMA use and LKSP construction and administration

The schema
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  The end users of an embedded or delivered LKMA are the learners and the facilitators that participate to LKMA "use sessions". This activity may produce some results, external to the TELOS system (user knowledge, produced objects, delivered services etc).

 
   But is also possible that some session results (knowledge, documents etc) be declared by the participants or deduced by the observing TELOS agents (placed in LKMA, in the sustaining LKMS, in the core or in the kernel).  These results form the Learning Knowledge Session Products (n,m,k) that can be embedded in the TELOS library, or delivered separately. 

 This user data layer may be tied with the user management part of the TELOS core or of the LKMS(n).  
  Some LKMA may behave like an authoring tool, generating rich session LKSP  (with K, R, A, S data layers, depending on the LKMA for exploration) or even “fat LKSP” (with manager modules and C layers)
  The learning actors access the LKMA(n,m,k) session with the help of their agents, connected by the core kernel (or the controller of the LKMS(n)) to the core user accounts database (or to the LKMS(n) user accounts database). The user accounts database may memorize some of the session results.  
4.1 Use LKMA and compose LKSP

4.2 Learn

4.3 Facilitate

4.4 Administrate LKSP

5 TELOS services

The schema


[image: image6.wmf]12 Requestor 

System(n)

K

N

O

W

L

E

D

G

E

S

R

E

S

S

O

U

R

C

E

S

A

G

G

R

E

G

A

T

O

R

S

U

P

P

O

R

T

E

R

S

K

R

S

A

K

R

S

A

K

R

S

A

13 Provider

system(n)

K

R

S

A

1 TELOS Kernel

4 Use LKMA

Ask service

A Asks service

C Delivers service

b4

facilitator

b5

learner

3 LKMS library

4 LKMA library

5 LUP library

2 TELOS core libraries 

b6

requestor

b7

provider

a12

a13

a2

C

9 LKMA(n,m)

C

a6

6 embedded LKMS(n)

C

C

8 LKMA(n,m)

10 LKSP(n.m.k)

a8

a10

a9

12 Requestor 

System(n)

B Asks service

b6

requestor

a12

13 Provider 

System(n)

A Delivers service

b7

provider

a13

K

R

S

A

C

7 Delivered LKMS(n)

a7

III TELOS services

b5

b4

b7

b7

b6

b6

4 Use LKMA

Ask service

2

-

3b TELOS 

clients

2

-

3 a Use core/LKMS

Obtains service

x

user

a2b

x6

find

use

trace


   TELOS may interact with other TELOS compliant systems (TELOS partners) equipped with TELOS agents- capable of communicating with the KELOS kernel or with delivered TELOS controllers (placed in LKMS or fat LKMA)
  Three situations may arise:
 

5.1 Internal service

Connecting an internal requestor (human or object) with an internal provider (human or object) (see the A red marked example).

5.2 Imported service

Connecting a TELOS system requestor (embedded, linked or autonomous) or a TELOS user connected to a TELOS system to an external provider system or a human provider connected to an external system (see the rose marked examples).
5.3 Exported service

Connecting an external requestor (human or system) to a TELOS embedded, linked or autonomous provider system or to a human actor connected to a TELOS delivery system (see the yellow marked examples). 

5.4 Connection service

Connecting an external requestor (human or object) with an external provider (human or object) (see the gray marked example). 
   An external human actor may ask for a distant educational service (information, resource, action etc) directly (using his agent) or indirectly (using the agent of an external object that he uses). The kernel obtains the service from a distant delivery system, from a directly connected actor or from an actor connected to a delivery system. 
7 Kernel operations

The schema
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    All the TELOS actor operations are based on TELOS agent operations. 
    The installation of an agent and the interconnection between the agents are resolved by the TELOS core kernel or by the corresponding controllers of TELOS products (delivered LKMS and fat LKMA)
6.1 Obtaining an human agent, from the user connector
   An user of 1-7 type (engineer, technician, designer, facilitator, learner, partner) may ask for an adapted agent, using the user connector.
6.2 Asking a service trough an human agent
6.3 Declaring a service trough an human agent
6.4 Delivering a service trough an human agent
    Equipped with a human agent, the user may ask for a service, may register a disposable service or may deliver the service as an answer to a service call. 
6.5  Obtaining an object agent from the object controller 
     The human actor may also use an object (core, LKMS, embedded LKMS, delivered LKMS, embedded LKMA, delivered LKMA, embedded LKSP, delivered LKSP, external system) that is equipped with an object agent, with the help of the object controller. 
6.6 Asking a service trough a system agent
6.7 Declaring a service trough a system agent
6.8 Delivering a service trough a system agent
   Equipped with an object agent, the object (system) may ask for a service, register a disposable service or deliver the service when it receives a service call. 
6.9 Connecting two agents
 The human and system (object) agents asking or calling for mediated services, are connected by the agent coordinator. 

8 Glossary of terms

Actor: an user or a system cooperating by TELOS 

Agent (of an user) – an interface communicating with the kernel, allowing the connection of a user, and eventually representing him    

Agent (of a system)- an interface communicating with the kernel, allowing the connection of a system and eventually representing it    

Aggregator- a system extension tool, allowing the composition of an aggregate resource from a group of component resources 

Aggregator-administrator- the part of an aggregator allowing the management of the aggregates (adaptation, concretization) between the edition and the exploration phases 

Aggregator-editor - the part of an aggregator allowing the authoring of the composed resource (structural definition, population with resources, aggregate publishing) 

Aggregator-explorer- the part of an aggregator allowing the utilization of the composed resource (structure navigation, component use, action logging, support launch etc.)

Aggregator-analyzer- the part of an aggregator allowing the post-fact observation of the aggregate use) 

Aggregate- a product of an aggregation process in edition, administration or exploration or analyze state 

Aggregate-collection- a set of independent component resources, grouped by some useful criteria (goal, owner etc) 

Aggregate-function- a task oriented aggregation, based on a workflow linking the users with the useful resources  

Aggregate-fusion – a group of inter-cooperating of resources, acting as a coherent whole  

Aggregate-project- a complex form of aggregation, providing different resource combinations for users of different categories  
Connector (of users)- a kernel part, allowing the connection of a user by providing him with the appropriate user agent
Controller (of systems)- a kernel part, allowing the connection of a user by providing him with the appropriate user agent
Coordinator (of agents)- a kernel part, allowing the communication between the agents representing (interfacing) the actors 
Core- the central library of systems providing educational services, and usable as a material base for the construction of TELOS products

External provider system- a system not derived from TELOS, but allowing the delivery of some educational services by using a TELOS compliant agent 

External provider user- an user not managed by TELOS, delivering an educational service using an user agent or the agent of an external system to witch he is connected

External requestor system - a system not derived from TELOS, but obtaining some educational services by using a TELOS compliant agent 

External requestor user - an user not managed by TELOS, obtaining an educational service using an user agent or the agent of an external system to witch he is connected

External service connection - putting in connection an external requestor system with an external provider system
External service delivery- connecting an external requestor with a TELOS (core or product) provider 

External service request- connecting a TELOS core or product requestor with an external provider system 

Kernel- the infrastructure of TELOS, composed by agent coordinator, user connector and object controller, realizing the "educational services bus" 
Knowledge competence- a qualitative or quantitative characterization of the mastery with respect to an indexed knowledge 

Knowledge coordinate- the indexation of an actor, resource or activity with respect to a knowledge reference system 

Knowledge metadata- a document containing knowledge-indexed and competence information

Knowledge equation (condition) – a rule describing the necessary knowledge distribution between the actors and the resources participating in an activity 

Knowledge reference system- a reference system used for the semantic indexation of the actors, resources and activities, organized on various principles (ontology etc)   

Knowledge space: administrative- the semantic reference for the administrative restrictions of the resource use 

Knowledge space: domain - the semantic reference for the content description of the informational resources 

Knowledge space: technical - the semantic reference for the technical restrictions of the resource use 

Layers of a system- the conceptual stratification of any TELOS core or product system

Layer K- Knowledge reference managers and knowledge reference data for semantic indexing of system actors, ressources and activities

Layer R- the ressources usable by the system actors (tools, documents, services, support actors) and their managers

Layer A – Aggregation (collection, function, fusion, project, etc.) managers and aggregates library 

Layer S - Support managers and support data library
Layer C- The controller part of a TELOS product, having a role equivalent to the TELOS kernel and communicating with this one. 

LKMS(n)- learning and knowledge management systems produced from de core 

LKMA(n,m)- learning and knowledge management applications, produced from the LKMS(n) and depending on it

LKMA(m)- learning and knowledge management applications, derived from the core or from a LKMS(n) but not depending on it

LKMA

LKSP- learning and knowledge management systems
Manager

Phase 1: LKMS use and LKMA construction
Phase 2: Core use and LKMS construction

Phase 3: LKMA use and LKSP construction 
Product- a learning system produced with TELOS tools and extending his core in 3 phases: LKMS, LKMA and LKSP

Product libraries- contains embedded LKMS, LKMA or LKSP- managed by the core 

Product - embedded

Product - autonomous

Product - linked

Resource representative: descriptor

Resource representative: interface

Resource representative: object

Resource representative: pointer

Resource type - aggregate

Resource type- document

Resource type- person

Resource type- service

Resource- tool

RUP- software engineering method, centered on the project evolution based of the reformulation of the guiding use cases

TELOS- tele-learning operating system, resulting from the research in the LORNET project

TELOS behavior

TELOS re-engineering

TELOS structure

TELOS version

Semantic reference system

Semantic indexing

Service-ask

Service-deliver

Service-connect

Service-register

Support by advise

Support by match

Support by explanation

User
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I Core re-engineering operations
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       The TELOS core engineers access the core modification operations with the help or their agents connected by the kernel to the user accounts database.  They can modify (compose) the core library of managers and of their data. They cannot modify the TELOS kernel (user connector, object controller, coordinator, agents)

I-1 Knowledge operations

   Modify core knowledge managers (editors etc) with respect to the compatibility.

   Modify core knowledge referential data (the domain, the technical or the administrative parts) organized as ontologies, conceptual graphs, index space etc. The modification should protect (recalculate) the existent semantic references (the resources already indexed). 

	

I-2 Resources operations

   Modify core resource managers (of users, tools, documents, aggregates, services etc.) with respect to the compatibility (to can manage the old resources).

   Modify the core resource's library (user accounts, tools repository, documents repository, aggregates repository, services catalogues). That may affect the real objects (if they are placed in the repository) or only the connectors to the objects: pointers, descriptions (metadata), and interfaces. The modification should protect (resolve) the existent dependencies (aggregates containing an old resource etc.). 

 

I-3 Aggregates operations

  Some new type of aggregators may be added to the existent ones: (collection, function, fusion or project). 

  Some new aggregators of the collection, function, fusion or project type may be added, observing the metabolic conformity with their type.

  Some part of an existent aggregator (the editor, the explorer or the manager) may be modified, but resolving the compatibility with the aggregates already composed with the older version of the aggregator.  

  Some core aggregates can be added or modified, protecting any dependent system (LKMS etc). 

 

I-4  Support (assistance) operations

   Some new types of supporter tools may be added. 

   Some tools of the existent type (helper, adviser, matcher) may be added, observing the conformity with their type 

   Some supporter tools may be modified, but resolving the compatibility with the support already composed for the older version of the supporter.  

   Some core support data may be added or modified.
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II-2 LKMS use and administration and LKMA construction
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   The TELOS designers (for example an educational author) may use an embedded or delivered LKMS(n) (autonomous or linked) to compose an LKMA (learning and knowledge management application) that can be embedded in the TELOS LKMA library or be delivered separately. 

 

   Normally, the "thin" LKMA(n,m) will function in connection with the generator and supporter LKMS(n), therefore will contain only K,R,A,S data (application specific knowledge, resources, the main aggregate and support data).  In this case, the LKMS aggregating tools are used for the editing and for exploring the LKMA data.

 

   But it may be also possible to produce autonomous ("fat") LKMA(n), that contain the necessary manager modules, extracted from the LKMS(n) manager layer. 

 

   An expert designer may also use directly some core services, to compose a "core fat LKMA". 

 

    The designers access the LKMA(n,m) construction or modification with the help of their agents, connected by the core kernel (or the LKMS(n) controller) to the core user accounts database (or to the LKMS(n) user accounts database). 
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III TELOS services
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 TELOS may interact with other TELOS compliant systems (TELOS partners) equipped with TELOS agents- capable of communicating with the KELOS kernel or with delivered TELOS controllers (placed in LKMS or fat LKMA)

    Three situations may arise:

 

III-1 Connecting an external requestor (human or object) with an external provider (human or object) (see the gray marked example). 

   An external human actor may ask for a distant educational service (information, resource, action etc) directly (using his agent) or indirectly (using the agent of an external object that he uses). The kernel obtains the service from a distant delivery system, from a directly connected actor or from an actor connected to a delivery system. 

  

III-2 Connecting an external requestor (human or system) to a TELOS embedded, linked or autonomous provider system or to a human actor connected to a TELOS delivery system (see the yellow marked examples).

 

III-3 Connecting a TELOS system requestor (embedded, linked or autonomous) or a TELOS user connected to a TELOS system to an external provider system or a human provider connected to an external system (see the rose marked examples).
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All the TELOS actor operations are based on TELOS agent operations. 

    The installation of an agent and the interconnection between the agents are resolved by the TELOS core kernel or by the corresponding controllers of TELOS products (delivered LKMS and fat LKMA)

 

IV-1 Obtaining an human agent, from the user connector

   An user of 1-7 type (engineer, technician, designer, facilitator, learner, partner) may ask for an adapted agent, using the user connector.

 

 IV-2 Asking, declaring or delivering a service trough an human agent

    Equipped with a human agent, the user may ask for a service, may register a disposable service or may deliver the service as an answer to a service call. 

 

 IV-3 Obtaining an object agent from the object controller 

     The human actor may also use an object (core, LKMS, embedded LKMS, delivered LKMS, embedded LKMA, delivered LKMA, embedded LKSP, delivered LKSP, external system) that is equipped with an object agent, with the help of the object controller. 

 

IV-4 Asking, declaring or delivering a service trough an object agent

   Equipped with an object agent, the object (system) may ask for a service, register a disposable service or deliver the service when it receives a service call. 

 

   The human and system (object) agents asking or calling for mediated services are connected by the agent coordinator. 
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II-3 LKMA use and administration and LKSP construction and administration
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 The end users of an embedded or delivered LKMA are the learners and the facilitators that participate to LKMA "use sessions". This activity may produce some results, external to the TELOS system (user knowledge, produced objects, delivered services etc). 

 

   But is also possible that some session results (knowledge, documents etc) be declared by the participants or deduced by the observing TELOS agents (placed in LKMA, in the sustaining LKMS, in the core or in the kernel).  These results form the Learning Knowledge Session Products (n,m,k) that can be embedded in the TELOS library, or delivered separately.  This user data layer may be tied with the user management part of the TELOS core or of the LKMS(n).  

 

   Some LKMA may behave like an authoring tool, generating rich session LKSP  (with K, R, A, S data layers, depending on the LKMA for exploration) or even “fat LKSP” (with manager modules and C layers)

 

    The learning actors access the LKMA(n,m,k) session with the help of their agents, connected by the core kernel (or the controller of the LKMS(n)) to the core user accounts database (or to the LKMS(n) user accounts database). The user accounts database may memorize some of the session results.  
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II-1 Core use and LKMS construction
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  The TELOS technicians (for example an educational technologist) access the LKMS construction or modification operations with the help or their agents, connected by the kernel to the user accounts database. 



    He may construct a LKMS that will be embedded in the TELOS LKMS library or that will be delivered, to be used autonomously. We may also envision the case of a delivered but still dependent LKMS. This "linked" LKMS works at distance, calling some core services, with the help of the agents connected by the kernel. 



      An LKMS may have a complete KRASC structure : knowledge managers and system data, resource (users, tools, documents, services) managers and system resources, aggregators and system aggregates, supporters and system support, LKMS controller) or may have a simplified structure, depending of the necessities. This variable geometry is the purpose of constructing LKMS. 

 

    It is possible to make modifications of existent LKMS, but in this case we must resolve the dependencies (LKMA and LKSP already produced with the older version).

 

    The use of the core for obtaining an LKMS may have two aspects:

1 Extract and parameterize some core modules that will be included in the LKMS (re-use K, R, A, S, C managers) 

2 Use some modules (aggregators, resources, support etc) in the LKMS construction process
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General explanation for the TELOS physiology 
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TELOS physiology   

 

    TELOS binds external, embedded, autonomous or linked learning systems (that can be composed by: a knowledge layer K, a resources layer R, an aggregate layer A, a support layer S and a controller layer C)- helping them to share educational services (information, resources, activities, assistance etc.) without losing their autonomy. 

    There are:

- four levels of structures: TELOS kernel, TELOS core, TELOS products (LKMS, LKMA and LKSP) and TELOS partners, 

- four levels of process: core re-engineering, TELOS construction (LKMS-LKMA-LKSP), external services and kernel operations 

- two levels of actors: kernel agents and human users 

 

TELOS Structures

 

  I The TELOS kernel (dark green) take charge of the inter-communication between the cooperating actors represented by their agents (b1-7) and the cooperating objects represented by their agents (a2-13), using a TELOS inter-communication protocol working above the network layer protocols. It also contains user connectors and object controllers- necessary for preparing the communication (agent installation phase).

 

   II The TELOS core (medium green) is composed of TELOS core library of manager applications and of their managed items (module 2): 

- Knowledge referential managers and knowledge referential data library (K), 

- Resources (users, tools, documents, services) managers and actual resources library (R), 

- Aggregation (collection, function, fusion, project,etc.) managers and aggregates library (A) 

- Support managers and support data library (S). 

   It also contains the libraries (modules 3,4,5) where the embedded LKMSs, LKMAs and LKSPs may be placed and managed.

 

   III The TELOS products (light green) can be embedded in TELOS or delivered for working in other contexts (working autonomously or linked to the core). 

   There may be:

- LKMS (learning and knowledge management systems): modules 6(n) and 7(n),

- LKMA (learning and knowledge management applications) : modules 8(n) and 9(n) 

- LKSP (learning knowledge session products): modules 10(n) and 11(n). 

   Every product may have a knowledge, resource, aggregate, support and control part, every part may be composed by managers or managed data. A product  may be independent or tied to his meta-product (by example the LKMA(n,m) may be tied with the LKMS(n) that has generated it). 

 

   IV The TELOS partners (light gray) may be: 

- requestor systems: modules 12(n) 

- provider systems: modules 13(n). 

  These are not parts of TELOS, but they incorporate TELOS compliant agents.  

 

TELOS operations

 

     I The TELOS core re-engineering operations (see process 1) can modify (compose or extend) the core library:

I-1 Modify core knowledge managers and data, 

I-2 Modify core resource's mangers and library 

I-3 Modify core aggregates and aggregators 

I-4 Modify core supporters (assistants) or support (assistance) data

    It cannot modify the TELOS kernel (resource controller, user connector, agent coordinator, agents)

 

   II The TELOS construction cascade has three stages 

II-1 Using the core for composing LKMS (embedded or delivered): process 2

II-2 Using an external or an internal LKMS for composing a delivered or embedded LKMA: process 3

II-3 Using an embedded or delivered LKMA for managing learning activities and eventually generate embedded or delivered learning user products (LKSP): process 4

 

    III The TELOS external services, cover three situations:

III-1 Putting in connection an external requestor system (process 5) with an external provider system  (process 6)   

III-2 Connecting an external requestor (process 5) with a TELOS internal or external provider

III-3 Connecting a TELOS internal or external requestor with a provider system (process 6)

 

  IV The TELOS kernel operations involve the TELOS agents

IV-1 Requesting a human agent to the user connector

IV-2 Asking, declaring or delivering a service trough an human agent

IV-3 Requesting an object agent to the object controller 

IV-4 Asking, declaring or delivering a service trough an object agent

 

TELOS actors

 

   Therefore, we can speak about to types of "actors":

External actors:

A The users (or "human actors"):

- 1(n) (Core) Engineers		- 2(n) (LKMS) Technologists

- 3(n) (LKMA) Designers		- 4(n) Learning facilitators

- 5(n) Learners				- 6(n) Human requestors 

- 7(n) Human providers

    The systems (or "object actors")

-2 Core

-6 embedded LKMS (n)		-7 Delivered LKMS

-8 embedded LKMA (n) 	 	-9 Delivered LKMA 

-10 embedded LKSP (n) 		-11 Delivered LKSP (n)

-12 Systemic provider (n) 		-13 Systemic requestor (n)

 

Internal actors (kernel users): 

A The human agents:

- b1(n) (Core) Engineer agents		

- b2(n) (LKMS) Technologist agents	- b3(n) (LKMA) Designer agents

- b4(n) Learning facilitator	agents	- b5(n) Learners agents

- b6(n) Service requestors agents		- b7(n) Service provider agents

A The object agents:

-a2 Core(n) agents

-a6 embedded LKMS (n) agents	-a7 Delivered LKMS (n) agents

-a8 embedded LKMA (n) agents 	-a9 Delivered LKMA (n) agents 

-a10 embedded LKSP (n) agents	-a11 Delivered LKSP (n) agents

-a12 External provider (n) agents	-a13 External requestor (n) agents










